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Abstract— Enhanced or tertiary oil recovery
methods (EOR) contribute significantly in
increasing oil recovery factor up to 60%.
Additional oil recovery values depend on the type
of the applied EOR method (thermal methods
that include steam injection, in situ combustion;
chemical methods such as polymer, alkaline or
surfactant injection and injection of hydrocarbon,
carbon dioxide or other gaseous fluids).
Implementation of complex EOR methods
involves high capital and operational costs, longer
period of investment's payback period and more
risk and uncertainty in comparison to the use of
conventional primary and secondary recovery
methods of oil reservoirs.
In general, oil prices have the largest impact on
the EOR projects’ economic viability.
Crude oil price decline since June 2014 had large
impact at the world energy market, as well as at
the application of oil exploitation methods and
their commercial viability. In this paper are
presented considerations of oil price impact on
the oil production by EOR methods.

Keywords - oil enhanced oil
recovery, crude oil price

production,

. INTRODUCTION

Tertiary recovery phase of an oil reservoir
implies application of an enhanced oil recovery
methods (EOR methods). These methods aim to
mobilize the residual oil trapped in porous
medium in existing producing oil fields. It is
estimated that approximately 2/3 of the oil
originally in place worldwide is still
unrecoverable by conventional production
methods, i.e. by natural depletion and
waterflooding during primary and secondary oil
recovery process [1, 2, 3]. EOR processes
include application of: thermal methods (steam
injection and in situ combustion), chemical
methods (injection of polymers, alkaline or
surfactants), injection of gases (hydrocarbon

ISBN: 978-86-80616-03-2

gases, carbon dioxide or other gaseous fluids in
miscible or immiscible conditions) and other
methods such as microbial, acoustic,
electromagnetic that have for now small
application.

Enhanced oil recovery techniques are not the
new ones. They are developed and applied since
1970s with up and downs in number of EOR
implemented projects that is directly related to
the fluctuation of an oil price at the world
market.

The most used EOR methods for decades
were thermal ones i.e. steam injection, but lately
the injection of CO; is becoming dominant
method since it is considered also as an option
for CO- geological storage and thus contributes
to the CO, emission mitigation.

World oil production by application of EOR
methods is at the about same level for years. It
is about 3,5% of an overall world oil production
[4,5]. So, the question that arise out of previous
facts is: why EOR methods that contribute in
increasing oil recovery factor up to 60% with
production of million tones daily have relatively
small application. The answer involves several
reasons: implementation of EOR is complex
process and it involves high capital and
operational costs, longer period of investment
payback period and more risk and uncertainty in
comparison to the use of conventional primary
and secondary recovery methods of oil
reservoirs [6].

Il.  APPLICATION OF EOR METHODS
RELATED TO OIL PRICE

In general, oil prices have the largest impact
on the EOR projects’ economic viability. So,
the most of the EOR projects were implemented
in the 1980s, when a sudden rise in oil price has
happened. Since 1986 when oil price decreased



significantly, the number of implemented EOR
projects had a moderate continuous declining
trend with significant fall from 1994 when oil
price was less than 20$/bbl [7]. Following
increase in the EOR methods" use, primarily of
implemented CO,-EOR projects, was in the
second half of the 1st decade in this century
until 2014. From 2014 to date, the number of
new EOR projects has significantly dropped:;
moreover, it has been practically ceased, since
oil price decrease has been present in 2014-2018
period. Figure 1 shows the number of
implemented EOR projects by applied methods
in the world for 2004, 2010, 2012 and 2014 (last
available data) [ 8, 9, 10].

Figure 2 presents the oil price trend during
the 2000-2018 period [11]. The fluctuation of
oil price is present in different extent. First
largest oil price fall was in this century was in
2008 due to global economic crisis. After that,
in June 2014 crude oil price has crashed from
its peak of 115$ to the lowest price of 30% in
February 2016, and in 2018 has begun to
slowly raise up.

By analyzing time relationship between
number of implemented EOR projects and oil
price, it could be noticed that is characterized
with  time delay. Reasons are that
implementation of EOR projects is time lasting
process that involves several phases: first phase
of selecting an appropriate EOR method by
multicriteria analysis, laboratory testing and
numerical modeling; second phase of pilot test
application and third phase of implementation
at the whole field if pilot test results are
positive. So, it takes 6-10 years for achieving
additional production by EOR methods
application [2, 6, 12].
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Figure 1. Number of implemented EOR projects
by applied methods
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Figure 2. Crude oil price trend during the 2000-2018
period

It is well known that that the oil price
depends on financial factors such as demand
and supply, exchange rate of US dollar,
inflation, status of global, regional or big
countries’ economy, as well as on the
geopolitical factors and oil market speculations.

There are many different opinions on what
of mentioned factors prevails in determining
the oil price volatility at the world market, but
the common one is that oil market recently
became significantly more complex with many
present uncertainties. For that reason, it is very
difficult to make relevant long-term prediction
of oil price trend.

Related to that issue, worldwide energy
studies and reports use different scenario
approach in analysis of future trends in oil
production and demand. Thus, in the World
Energy Outlook for 2014 (last available data)
are considered three different scenarios by
assumptions on deployment and future
development of government energy and the
environment policies: New Policies Scenario,
Current Policies Scenario and the 450 Scenario.
Central scenario in these projections is The
New Policies Scenario that gives projection on
the basis of adopted policies and regulations in
2014 on energy and environmental issues such
as renewable energy, energy efficiency,
programs and plans for carbon dioxide
emission mitigation, etc. [13].

The New Policy Scenario of world oil
production by 2040 estimated by International
Energy Agency (EIA) is presented in Figure 3
[13]. According to that forecast, about 5 million
barrels per day will be produced in 2040 by
EOR methods, that indicates an increase of
EOR share in future world oil production in
comparison to today's 3 million.
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Figure 3. New Policies Scenario- Crude oil world
production by 2040 (10° bbl/day)

Even with the low oil price, development of
new technologies and techniques in the area of
geophysics, drilling, reservoir and production
engineering, as well as in reservoir modeling is
improving cost efficiency and reducing risks in
implementation of EOR projects. Importance in
further developing EOR projects lies in the
facts that the current production from most
known oil fields has declining trend with large
amounts of remaining oil reserves whose
recovery could be increased and field
production period extended only by application
of these methods. EOR processes are less
controversial compared to hydraulic fracking
applied for production from unconventional
resources (oil shale) and increase of their
application is one of the main long-term
strategies of major world oil companies such
as: British Petroleum, Chevron Corporation,
Cenovus Energy Inc., Canadian Natural
Resources Limited, China National Petroleum
Corporation, etc. [14].

Ill.  THE BRIEF DESCRIPTION OF EOR
PROJECTS® ECONOMICS

Application of EOR technique involves high
capital and operational expenditures, delayed
revenue with high sensitivity to discount rates
since more time is needed for production
increase in comparison to conventional
production methods. Capital and operational
costs of EOR methods can be classified as
process independent and process dependent
costs [15]. Process independent costs are same
as the costs of oil production in primary and
secondary recovery phase such as: well drilling,
well completion, workover costs, process
maintenance costs, accompanying operational
costs, surface equipment and infrastructure.
Process dependent costs are related to the
specifics of applied EOR methods and primarily
involve: cost of injected fluids, costs of
injection wells and costs of injection plants. The
cost of injected fluid (chemicals, COs,
hydrocarbon gases, nitrogen, etc.,) has a largest
impact besides oil price on project economic
viability. OPEX are the highest costs and
account for 60 to 80% of the overall project
costs depending on the type of applied EOR
method [16]. The analysis of crude oil price,
capital and operational costs of EOR projects’
application, where cost of injected fluid has a
highest share, points out that the minimum oil
price for commercially viable project is about
60-80 US $/barrel [17]. The production costs of
CO; and other EOR methods related to the costs
of other oil resources is given in Figure 4 [18].

Production cost (2008 USD)

®O0m NON

Available oil in billion barrels

B Competing fuel sources

Figure 4. Production costs of oil resources



A. Thermal methods

Thermal methods have the greatest
application of all EOR methods, primarily
method of steam injection with share of about
60%. They are applied for increasing recovery
of heavy oil reservoirs, extra heavy oil
reservoirs and oil sands. Their main mechanism
for producing additional oil is reduction of oil
Viscosity.

Depending on the way of generating heat in
the oil reservoir, thermal methods are classified
into: steam injection (cyclic and continuous
injection-steam flooding) and in-situ
combustion.

In the first group of methods, the conversion
of water into the steam is carried out in surface
steam generators, and after that stem is injected
by injection well into the productive reservoir
layer. In situ combustion, heat is produced in
the reservoir due to combustion of certain part
of oil in the productive layer. Oil combustion
occurs by its spontaneous or induced ignition in
the presence of injected air or air/water mixture.
In Figures 5 and 6 are presented schemes of
steam flooding and in situ combustion with
zones that are formed in layer during these
processes [19, 20].

Thermal methods are the least expensive EOR
methods where highest share in operational
costs are energy costs for steam generation.
Cyclic steam injection involves three operating
cycles: steam injection period, period of well
shut-in and period of reproduction. This process
is characterized by greater increase in oil
production, lower capital costs, and lower
operating pressures compared to the continuous
steam injection. It produces 20-40% of
additional oil recovery, with the ratio of injected
steam and produced oil of 3-5, which means
that for production of 1m® of oil it is required to
inject 3-5 m® of steam [21, 22]. The steam oil
ratio (SOR) is parameter that shows efficiency
and cost-effectiveness of oil production during
steam injection. Approximately one third of the
additional produced oil is used to generate
needed amount of steam [23]. So, it is
considered that the steam injection project is
cost-effective at SOR values up to 8 [24].

Figure 6. In situ combustion process

Steam flooding can increase oil recovery up
to 60%, while recently most used ,,Steam
assisted gravity drainage® technique of steam
injection for heavy oil production from oil
sands, primarily in Canada and Venezuela, can
achieve recovery up to 80% [5, 16].

In situ combustion applied projects have
shown significant contribution to the increase of
heavy oil recovery, but they are not applied so
much in comparison to the steam injection.
Main reasons are high risk of project failure
mainly due to difficulties of process control and
monitoring.

E- Polymer Soluti
Figure 6. Polymer flooding



B. Chemical methods

Chemical methods include injection of
polymers, alkaline or surfactants added to water
for increasing production of light and medium
residual oil in mature and waterflooded fields.
Additional oil production mechanisms are:
increase of oil microscopic displacement by
reduction of interphase tension between oil and
reservoir rock or wettability alternation and
improving macroscopic oil displacement by
controlling oil /injected fluid mobility ratio. The
most applied chemical EOR process is polymer
flooding (Figure 7) [25]. Chemical EOR is
receiving lately more attention primarily due to
increasing cost effectiveness and improving
performance such as: development of stable
surfactants at high temperatures, less expensive
surfactants of low concentration which
effectively reduce the value of interphase
tension, and due to increasing use of combined
chemicals such as alkaline-surfactant-polymer
(ASP) [6]. For chemical processes, OPEX
depend on type and quantity of injected
chemicals where polymers are less expensive
comparing to alkaline or surfactants, on type
and capacity of surface chemical injection and
treating facilities and additional costs if drilling
of new injection wells is needed after
waterflooding.

C. Gas injection methods

Gas injection methods involve injection of
hydrocarbon gases, carbon dioxide, nitrogen
and flue gases in light oil reservoirs for
producing residual oil by lowering oil viscosity
in miscible conditions, increase or maintain
reservoir pressure, oil swelling, vaporization of
oil and reduction of interfacial tension.

Figure 7. CO; injection“water alternate gas” method

The most applied are CO: injection
processes that differ by the used CO; injection
technique. The most successful one is the
,water alternate gas“(WAG) method that
involves the injection of slugs of water
alternately with certain amount of CO;
(Figure 8) [26].

Recent growing interest in CO,-EOR
method lies in the facts that this method
represents one of the main new technological
solutions for CO, emission mitigation by storing
certain amount of used CO; in deep geological
formations[27]. About 30-40% percent of
injected CO; is recycled while the rest of
injected CO; is stored in reservoir [28].

Major investments in CO; injection project
represents purchase of CO., and costs of
facilities for separating CO, from produced oil
and compression for reinjection into the
reservoir. The cost of CO; depends on the type
of source type, source location related to the oil
reservoir, and on availability of pipeline
infrastructure. In the USA, which is the greatest
oil producer by CO- injection (6% of its total oil
production in last two decades) 20% of used
CO; is anthropogenic in origin i.e., from
industrial sources, such as natural gas
processing plants, hydrocarbon conversion
facilities [29]. CO> costs that include purchase
price and recycle costs are estimated as 25% to
50% of the total cost per barrel of oil produced.
Specifics of CO; injection projects in USA it is
that their number has continuous increasing
trend with significant additional production
independently of oil price volatility. That is
explained by their relatively lower costs due to
presence of many natural cheap CO; sources
and pipelines for CO; transportation to the oil
field.

IV. CONCLUSION

The potential of EOR method application for
oil recovery increase has been recognized for
many years, but their use is still
disproportionate to the contribution, i.e.
significant additional production, due to an
unstable economic factors-oil prices and a more
complex process of oil reservoir recovery by
using these methods in comparison to the
production by conventional methods. Since oil
prices have the largest impact on the EOR
projects’ economic viability it is obvious that in
the period of high oil price, the most of EOR
processes have been developed and applied, and
contrary, in the period of low oil price the
number of new EOR processes has decreased.
The certain exceptions are CO; injection
projects. Oil price drop is slowing down
investments in EOR production for the reason
that these projects require high operational costs
where largest share has a cost of injected fluid.
On the other side, it should be considered that



EOR projects brings additional oil production in
period of 6-10 years, so in the period of low
price their development should not be ceased,
but put on delay. Importance in further
developing EOR projects lies in the facts that
the current production from most known oil
fields has declining trend with large amounts of
remaining oil reserves whose recovery could be
increased and field production period extended
only by application of these methods.

Development of the new EOR ail
production techniques, as well as further
development of seismics, reservoir simulation
models, application of horizontal, multilateral
wells and hydraulic fracturing methods will
enable more cost effective implementation of
the EOR methods in the future period.
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Abstract—In all studies involving wind speed,
such as meteorology, wind turbines and
agriculture, require accurate speed information
for decision making. There are several types of
anemometers, with medium and high costs, such
as Cup, hot wire and Pitot tubes, and the hot wire
is more sensitive and expensive than others.The
device developed in this work is the Cup
anemometer, to be easy to build. The great
advantage of this device is the low cost, with an
approximate value of US$ 50.00, using simple
materials and easy to find in commercial stores.
The Reed Switch sensor is also another advantage
as it does not require a sophisticated
programming, as well as the open platform
Arduino. The wuse of aerodynamic drag
coefficients and the presented calculations
resulted in values very close to a commercial
anemometer with a good coefficient of
determination (R?) . The present sensor was
developed as part of the project of a
meteorological station to monitor the micro-
climate of the city of Catanduva-SP, Brazil.

Keywords- Anemometer, low cost, air speed,
Arduino.

Nomenclature

cd, Frontal Cup drag Dimensionless

coefficient
cd, Rear Cupdrag Dimensionless

coefficient

f  Pulse per revolution [hz]
(Arduino)

K  Anemometer Factor Dimensionless

r  Anemometer radius [m]

vV Airspeed [m/s]

w  Angular speed [rad/s]
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I. INTRODUCTION

There is a wide variety of anemometers and
the most common are Cup anemometers. They
consist of Cups attached to stems that are fixed
to a central axis. Other anemometers, such as
hot wire that measure the temperature change of
a wire heated electrically by the passage of
wind; Pitot probes use the Bernoulli Principle
and the propeller anemometers have a front
propeller to determine wind speed.

The first anemometer, applying scientific
principles, was developed by [1]. In the
meteorology studies, the anemometer is an
important instrument in the atmospheric
analyzes [2 - 3], where the authors used the
equations of angular motion and frequency to
determine the rotation of the instrument.. In the
work developed by [4], the authors discuss a
study involving ultrasound transducers to
measure wind speed at an approximate cost of
US$ 150.00. The researchers [5] studied the
influence of lattice towers on the Cup
anemometers, analyzing the best distance of less
turbulence between the tower and the
anemometer. To develop a rotational
anemometer of conical Cups, [6] used an
electronic blocks system, requiring calibration
to validate the results. Another application of
the anemometer is in the estimation and
measurement of the efficiency of wind turbines
[7]. The most common use of Cup anemometers
is in meteorology and agriculture, to optimize
agricultural  practices with more precise
decision-making. The use of this equipment in
Brazilian agriculture is limited by its high cost
[8]. Instead of using a first degree function in
anemometer calibration, [9] uses two harmonic
constants, which represent the influence of Cup
geometry. Also [10] refers to the use of
anemometers in wind energy and uses the front
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and rear drag coefficients and the radius of
rotation to determine the instrument constant.

The device chosen for this work is the Cup
anemometer because it is simple and uses only a
reed-switch sensor to measure the rotation of the
device.

II. MATERIALS AND METHODS

To build the anemometer were used three 70
mm aluminum confectionery Cups, three 3 mm
diameter stems, a center bearing for fixing the
stems with screws, a central axis to support the
assembly, a neodymium magnet and a reed
switch sensor, as shows the Fig. 1.

Reed Switch

Figure 1.Anemometer mounted.

The neodymium magnet was coupled in the
lower region of the central bearing of the
anemometer as shown in Fig. 1.

Figure 2 shows the top view of the
anemometer with the stems, the central bearing
and the Cups.

Figure 2. Top view of the anemometer.
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The spacing between the magnet and the
reed-switch sensor [11] is 3 millimeters and
when these two components are crossed, the
sensor "S1" closes the circuit (Fig. 3), counting
one pulse at each full revolution. The pulse
register is counted and controlled by the
Arduino software [12], which was previously
loaded into the processor memory. The 10 kQ
resistor adjusts the logic signal.

10kQ S1

TX . —r
gxmm Arduino

Figure 3. Eletronic circuit.

To calculate the air speed, [13] suggest the
calculation procedure described in (1), (2) and
(3), where k; is a relationship between the
frontal and reardrag coefficients are c;; = 1.42
drag c4, = 0.3, respectively and extracted from
[14]. The anemometer factor (K) is defined by
the aerodynamic characteristics of the Cups,
extracted from (1) or a relationship between air
speed(V), anemometer radius r = 0.11433 m
and angular speed (w) defined in (4).

By (5) is determined air speed in [m/s].
The index (f) represents the pulses per each
revolution measured at reed switch sensor.

C
kg = —= 1)
Cy2
LV kot -
rro k-1
V =K.aor, 3)
w=2r.f 4



V =227.f (5)

The same calculation procedure was used
by [15] and [16].

A. Programming the Arduino platform

A small part of the Arduino programming is
shown in Fig. 4, where air speed is calculated
from constant 2.27 shown in (5) and (f) are the
pulses measured by the reed-switch sensor.

i
Pulze = 1000.0%FcountPulses (millis()-timeald) ;
if [pulse==0){

Airdpeed=0;
i

else if (pin==2){

Airdpeed = 2.27 * £:
}

Figure 4. Part of Arduino programming.

I1l. RESULTS AND DISCUSSIONS

The calibration procedure of the Cup
anemometer for instrument certification was
carried at IPMet-UNESP Bauru/Brazil from
08:00 to 19:00, with a measurement interval of
1 minute. The reference instrument was a
propeller anemometer [17], generating a linear
function and coefficient of determination (R?),
which were included in the graphic of Fig. 5.
With the anemometer air speed Ve is inserted
into calibration equation, thus obtaining the
calibrated airspeed (VRgear).

The comparison between the two
instruments is presented in Fig. 6, with small
acceptable variations in the range of 4.5 and 7.3
m/s.

7 - Vaga [M/s] = 0.992xV,, [m/s] - 2E-14
R2=1 o

Reference anemometer [m/s]
=3
N\
%

Cup anemometer [m/s]

Figure 5. Calibration curve.

IV. CONCLUSION

The Cup anemometer presented excellent
agreement with the reference sensor. It is a great
choice for use not only for small farmers, but
also for evaluation of wind turbines and
especially for meteorological stations.

—Cup Anemometer

—Reference anemometer

Air speed [m/s]
I

08:00 10:00 12:00 14:00 16:00 18:00
Time [hours]

Figure 6. Air speed comparison curves.

The great attraction of this instrument is its
low cost, with a value of US$ 50.00, even
considering the value of the machiningtime,
because its components are very simple.
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Abstract—Fuel injection causes considerable
oscillations of fuel pressure at the injector inlet.
One of the reasons is hydraulic impact
originating when closing the injector nozzle
needle. Evidently, these oscillations influence the
fuel supply process in case of multiple injections:
the previous injections would influence on the
following ones. The influence of the interval
between the impulses of a double injection on the
injection rate value of the second portion was
investigated. The superposition of waves in case
of multiple injection may result both in
amplification and damping of oscillations process.
It is shown that with multiple injection, the
controllability of fuel supply deteriorates,
therefore, either a special design study of the fuel
system for multiple injection or the introduction
of additional electronic correction of control
pulses by the diesel control system is required. On
the other hand, it is shown how multiple injection
can produce a stepwise injection characteristic,
which can serve as a means of reducing nitrogen
oxides and noise. Applied research and
experimental developments are carried out with
financial support of the state represented by the
Ministry of Education and Science of the Russian
Federation under the Agreement Ne
14.580.21.0002 of 27.07.2015, the Unique
Identifier PNIER: RFMEFI158015X0002.

Keywords- diesel engine, common rail fuel
injection system, common rail injector, multiple
injections, pressure oscillations

. INTRODUCTION

The further tightening of ecological
standards specifying the content of toxic
emissions in the exhaust gases of diesel
engines [1, 2, 3] jointly with the need to
improve fuel efficiency creates prerequisites
for perfection of the CR fuel systems of diesel
engines. The fields of this perfection are:

ISBN: 978-86-80616-03-2

- raising injection pressure up to 300 MPa
[4, 5];

- control of fuel distribution by the
combustion chamber zones [6];

- ensuring the required shape of the front
edge of the injection rate [7, 8].

One of specific features of Common Rail
fuel systems for diesel engines is the
opportunity of flexible multiple injection.
Multiple (intermittent) injection is understood
to be several fuel injections during one working
cycle of a diesel engine. Each individual fuel
injection included into the multiple injection is
called a portion. In the present work, a double
injection is  realized which  consists,
correspondingly, of two portions.

Practicability of multiple fuel injection is
stipulated by the need to comply with the strict
modern toxic and noise level standards. Though
it complicates the working process of fuel
injection system mainly due to wave processes
in the fuel line (pin, Fig. 1). The previous works
carried out in MADI [9, 10, 11] and by foreign
researchers [12] demonstrated that fuel
injection  causes  considerable  pressure
oscillations in fuel lines which depend on:
pressure, quantity of fuel injected, geometric
parameters of the fuel line, injector design and
physical propertied of fuel.

The paper shows the results of
investigations of specific features of the
Common Rail fuel system working process in
case of multiple injections carried out in
MADI.
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Electromagnet 1

2
pm i
4
Fuel line—
5

Injector nozzle

Figure 1. Schematic of the injector investigated:

1 — electromagnet; 2 — control valve; 3 — injector body; 4 —
control chamber; 5 — multiplier piston; 6 — injector internal
volume; 7 — injector needle valve; 8 — nozzle; 9 — needle
valve spring; 10 —inlet jet; 11 — outlet jet; 12 — control
valve spring.

Il. RESEARCH OF FUEL SYSTEM WORKING
PROCESS IN CASE OF MULTIPLE INJECTION

The tests were carried out on a test-stand
which was described in details in paper [13].
The test-stand was developed in MADI and
was used for testing Common Rail fuel
systems. It enables to attain the pressure in the
common rail up to 350 MPa, is equipped with
test-stand measuring system and control system
also developed in MADI.

A Bosch company electro-hydraulic
(Common Rail) fuel injector was used for the
research with an electro-hydraulic control valve
manufactured for N1 category vehicles. The
injector nozzle has 7 holes with diameter
d.=0.12 mm.

Schematic of the injector is shown in Fig. 1.
The injector is connected to the common rail by
the fuel line having length 1=650 mm and
internal diameter d=2.2 mm. The work was
carried out using diesel fuel at a steady fuel
pressure in the common rail at the level ps=180
MPa.

The following values and designations are
used in Fig. 1...5: | — current passing through
the electromagnet of the control valve, pin —
pressure in the fuel line at the inlet to the
injector, pa — averaged value of pin, q —

14

injection rate (velocity of fuel flow through the
fuel injector nozzle holes), Q - injection
integral characteristic (the quantity of fuel
injected during the control time interval), Qinj —
fuel mass injected, pes — pressure in the
common rail, zimp_1, zimp_2— durations of the first
and second control impulses of multiple
injection, At — interval between the control
impulses of multiple injection.

Figure 2. Basic characteristics of fuel injection process
(per=180 MPa, Timp 1=Timp 2=0.7 ms, At=3 ms).

p, MPa

|
210+
195
180
165
150
135

120 T T T T 1
6 8 10 12 14 16 &, ms
Figure 3. Basic characteristics of fuel injection process,
enlarged scale
(Pe=180 MPa, Timp 1=Timp 2=0.7 ms, At=4.5 ms).
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Figure 4. The value of fuel mass injected in case of
changing
the interval between the injections At
(per=180 MPa, Timp 1=Timp 2=0.15 Ms).
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Figure 5. Basic characteristics of the fuel injection process
(per=180 MPa, Timp_ 1=Timp 2=0.15 ms, At=1 ms).

Supply of the first fuel portion causes
oscillations in the fuel line. In Fig. 2, the
maximal peak-to-peak amplitude (pin) is 62
MPa, and pressure decrease in the common rail
that can be indirectly estimated by the value of
Pav is 25 MPa.

The reason of the emerging oscillation
processes is an abrupt stop (hydroshock) of the
fuel moving in the fuel line and injector which
takes place when the injector nozzle needle
valve is closed.

The actual injection pressure is reflected
most accurately by the pressure in the sack
volume (pressure under the needle valve 7 in
Fig. 1) which is closely associated with
pressure at the injector inlet (pin). On the basis
of data shown in Fig. 2 and Fig. 3, one can note
that fuel supply is practically effected at
considerably lower pressure than in the
common rail. This negative effect will be
higher when the speed of fuel flow through the
nozzle holes (q) increases, therefore, for
engines having high fuel mass injected, the
internal diameter of the fuel line should be
increased and additional common rail should be
incorporated in the injector body.

At  the present injection  mode
(Timp_1=Timp_2=0.7 ms, At=3 ms), both the fuel
portions are practically equal. It can be seen
from the injection rate (q) and integral injection
characteristic (Q). The difference between them
is within the limit of accuracy of the
measurement method of these parameters.

An important phenomenon in the working
process of the fuel system in case of multiple
injection is the origination of the step (boot-
shape) front edge of the second portion
injection rate (Fig. 3). The issues of forming the
stepped injection rate and the influence of the
control impulse shape on the injection rate are
reviewed separately in more details in the
works performed in MADI and MGTU named
after Bauman [7, 8, 14].

As demonstrated in papers [9, 10, 11],
depending on operation conditions and design
factors, the influence of the wave propagation
may have a more considerable impact on the
fuel injection process resulting in changing by
several times the value of the second portion of
the fuel injected just due to the variation of the
At value (Fig. 3).

The interesting fact is that when the control
impulses come close to each other, the value of
the second portion can increase considerably

(Fig.4).

The reason of this phenomenon is illustrated
in Fig. 5. When two short impulses with
interval At=1 ms are supplied, the injector
nozzle does not have enough time to close
between the first and the second portions of
multiple injection which results in the growth
of fuel injection duration. This clearly follows
from the growth of the injection rate q which
takes a stepped shape.

Forming the stepped shape of the injection
rate is advantageous for the diesel engine
working process enabling to get lower severity
of the diesel engine working process and hence
- lower emissions of nitrogen oxide NOx and
noise.

It is seen from data presented in Fig. 3 that
the wave process attenuates pretty fast and does
not have any considerable influence on the
injection process in the next working cycle.
Though in a multicylinder high-speed diesel
engine, the influence of injections on each other
in different cylinders is possible.

Data in Fig. 3..5 was indicated for two
control impulses having equal duration. It was
found experimentally that the influence of a
small primary injection on a large main
injection is also significant. For example, at the
operating conditions pg=50 MPa, Timp 1=0.15
ms (corresponds to fuel mass injected Qinj 1=2.4
mg), the magnitude of the second portion
(timp_2=0.70 ms) varies within the range
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Qin_2=30...39 mg only due to variation of the
interval At (Fig. 3). And when the second
impulse approaches the value At<l, the
injection rate takes the stepped shape when the
fuel mass injected grows to Qi,=76 mg.

From analysis of the results obtained, it
follows that multiple injection of fuel portions
is not always equivalent to two individual
injections separated from each other by the
time of the working cycle duration of the diesel
engine. For this reason, in case of multiple
injection, to calculate the quantity of fuel
supplied to the cylinder of the diesel engine,
one should know not only the flow
characteristic of the injector but also take into
account the effects described above.

In this connection, during the process of
diesel engine control system development, one
should carry out tests on stands for fuel
equipment investigation whose results, for
example, may be used as a basis for the
algorithm ensuring correction of the control
impulses duration. The aim of this correction
may be ensuring the desired fuel mass injected
which is formed by multiple injection. Or a
special design study of the fuel system is
required, for example, integration of a volume
for damping the hydroshock inside the injector
[15].

As there are many factors which influence
the process investigated, conduction of an
experiment enabling to derive an empirical
formula for the correction algorithm is a hard
task which may be simplified thanks to
mathematical modeling. Today, various
complex mathematical models of the fuel
systems are being developed and sophisticated
[16, 17, 18] enabling to carry out the primary
calibration of the algorithms of diesel engine
control system (for example, a PID-controller
of pressure in the common rail) and carry out
calculation experiments on computer.

I1l.  CONCLUSION

1. In case of multiple injection, the
Common Rail fuel system working process
becomes more complicated, controllability of
the fuel supply system decreases. One should
take into account this information when
developing diesel engine control system,
selecting a fuel system for the engine and its
development.
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2. To improve controllability, one should
carry out a special design study of the fuel
system, for example, create an additional
volume in the injector for damping the
hydroshock.

3. It is reasonable to implement electronic
correction for compensation of the influence of
variation of the internal between the control
impulses on the fuel mass injected.

4. Multiple injection may be an instrument
for forming the stepped shape of the injection
rate which may be used as a method for
sophistication of the diesel engine working
process.
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Abstract — This paper represents an approach for
calculation of losses in a distribution power grid
from data which are normally collected by the
grid operator. The proposed approach utilizes the
least squares optimization method in order to
calculate the coefficients needed for estimation of
losses. The amount of data used in calculations is
very large due to the fact that electrical energy
injected in distribution grid is measured every
fifteen minutes. Therefore, this approach is
classified as the big data analysis. The used data
set is available in the Serbian distribution grid
operator’s report for the year 2017. Obtained
results are fairly accurate and can be used for
losses classification as well as future losses
estimation.

Keywords — grid losses, least
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squares

. INTRODUCTION

Big data analysis is rapidly becoming one of
the most important tools in many aspects of
engineering. Data are collected everywhere, and
their numbers and collection rates are increasing
each day. Therefore, various methods for
processing of this data have been developed in
recent years. These methods are efficient not
only for extracting valuable information from a
mass of data and their visualization, but also for
developing predictive models for various
applications.

Increasingly high amount of data can also be
observed in a field of electrical power
engineering. Electrical power grid is being
modernized faster than ever, with large number
of smart sensors being installed in many points
of the grid. These sensors collect information
about various electrical variables which are
important for normal grid operation. These data
are used everywhere, from the power generation
side management to the demand side
management. A good overview of many
different applications of big data in electrical
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energy management and most common methods
for data processing can be found in [1].

One of the most important usage of big data
is prediction of solar and wind power generation
based on collected weather data. Weather has a
major impact on production from renewable
sources, and therefore it is very important to
observe the relationship between the two.

Another, very interesting application of big
data is detection of different consumption
profiles based on measurements of different
variables. Example would be [2], where the
authors  have used hourly electricity
consumption readings and external temperature
measurements to compute consumption profiles
for residential customers.

Electrical faults in power grid can present a
big problem, especially when the fault occurs on
a geographically distant part of a network. Fault
detection, identification and location [3] can
also be obtained from the data collected in
various measurement points in the grid.

Another big problem for electrical energy
suppliers is energy theft. Theft of electrical
energy can in some places reach astonishingly
high values. Therefore, an approach for
estimating the amount of stolen electrical
energy based on smart meter data and least
squares method for data processing has been
developed and proposed in [4]. This topic is
closely related to this paper, since the energy
theft is observed as a non-technical loss which
is also evaluated here.

Il.  PROBLEM DESCRIPTION

In this paper, an approach for estimation of
losses in distribution grid based on big data
analysis is proposed. These losses comprise of
two components, namely technical losses (TL)
and non-technical losses (NTL). The proposed
approach is based on analysis of losses data
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collected in year 2017. This data will be used to
estimate parameters of a predictive model for
future losses estimation.

A. Physical interpretation

Technical losses can be split into two terms.
The first term represents the constant losses.
These mainly represent the losses in magnetic
cores of distribution transformers, but other
factors, such as losses due to corona, constantly
operating measurement equipment, leakage
currents and losses in dielectrics also contribute.

The other term is variable losses. They
appear mainly in conductors but a small part of
these losses can also be observed in other
current carrying parts, such as switch contact
resistances and busbars. These losses are
proportional to the square of the current or,
equivalently, to the square of active power.

Non-technical or commercial losses appear
due to infrequent or bad reading of
measurement equipment and electrical power
thefts. Therefore, these losses are proportional
to the active power.

In distribution power grid of Serbia,
electrical energy received from the transmission
grid is measured every fifteen minutes
throughout whole year. On the other hand,
energy supplied to end users is measured once
every month. Total losses represent the
difference between total energy received from
the transmission grid and total energy supplied
to end users during one month. These data are
collected and can be used for future losses
estimation and losses classification. One method
that allows this kind of estimation is described
in the following section.

B. Mathematical Model

There are several ways to model the losses
in the distribution grid, but they all need
information about energy obtained from the
transmission grid and distributed sources and
energy delivered to end users. The model
chosen here represents the losses in the
following polynomial form [5,6]:

AW, ; :Z(a+bj B +c~P,2)-Ati )

where AW ; are the calculated (estimated) total
losses for month j, i is the index of fifteen-
minute interval At; in month j, P; is an average
input power for the that interval, a represents
the amount of constant losses, b; is the
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coefficient associated with the commercial
losses and is proportional to input power P; in
month j, and finally c is the variable losses
coefficient, proportional to the square of power.
Coefficients a and c are considered constant
throughout the whole year, while the coefficient
b varies by month. This assumption will be
addressed in the following chapter.

On the other hand, measured losses, denoted
as AWn; are already available as a difference
between measured input and measured output
energy.

For calculation of coefficients a, b and c,
least squares method was used, which means
that the sum of squared differences between the
calculated and measured values of losses was
minimized. Total number of variables is 14 (one
for constant losses — coefficient a, twelve for
commercial losses for each month — coefficients
b; and one for variable losses — coefficient c).
Objective function for minimization can now be
written as:

12 2
minF(a,b,c) =" (4We j - AWy ) =
j=L

12
ZZ Z(a+bj PI +C'P|2)'Ati _AWm,j
[EANE
)
Coefficient values are constrained to a
certain range: for coefficient a: amin < a < amax,
for coefficients bj: bmin < bj < bma and for
coefficient ¢: Cmin < € < Cmax.  Constraints for
coefficients a, b; and ¢ have to be properly
selected, based on their physical interpretation
explained in the following chapter.

C. Restrictions of the Proposed Method

Proposed method has one drawback, it uses
the monthly readings of energy consumption.
This means that the value of measured losses is
prone to errors due to bad or untimely readings.
For example, in some rural areas, electricity
consumption is read only every three months.
This leads to slight under readings for certain
months and slight over readings for others and,
consecutively, to miscalculation of the b;
parameters.

Better results would be obtained if the
consumption was read with higher frequency,
preferably the same as the input readings. This
would require large number of smart meters



installed at every point in the grid, which is not
yet realized in practice. However, smart meters
are being installed every day and, in the future,
more reliable and accurate data will be available
for analysis.

I1l. MATHEMATICAL MODEL SOLVING
METHOD

For solving of non-linear programming
problem given with (2), standard mathematical
methods were used, in this case the interior
point algorithm. Input parameters are the
fifteen-minute readings of electrical energy
injected from the transmission grid and
distributed sources into distribution grid and the
monthly measured values of losses in the
distribution system. Output consists of the
values of coefficients a, b and c.

For easy programing and formulation of
problem, an open source optimization platform
Yalmip [7] was used. Yalmip’s syntax allows
easy and intuitive definition of variables,
objective  function, constraints and other
options. Yalmip was used with one of Matlab’s
integrated solvers for performing computations.
It can select solver for a problem automatically,
based on its structure, but also permits users to
select the solver they think it fits best. This
allows all kinds of problems to be defined in the
same way, unlike the case of using each solver
individually, where user would have to define
the problem in a form specific to that particular
solver.

The solver used for calculation of
coefficients is Matlab’s fmincon nonlinear
programming solver. This solver utilizes several
different algorithms for objective function
minimization, but the one used here was the so-
called interior point algorithm [8].

Variables involved in calculations are
already denoted a, b; and ¢, with j = 1..12.
Objective function is given with (2).

Constraints are chosen based on real data,
and the realistic values of coefficients. The total
nominal iron core losses power of all
transformers in the distribution system of Serbia
is approximately 32 MW. Therefore, the
parameter a constriction adopted is 30 < a < 40.
Commercial losses always exist, but they do not
exceed 10 % in Serbian distribution grid. Thus,
adopted constraints for parameters bj are 0.01 <
bj < 0.1. Unlike the previous parameters whose
extreme values are relatively easy to estimate,

parameter ¢ cannot be constrained in such a
straight-forward manner. Since it is multiplied
by a square of power, its value is undoubtedly
very small. Based on author’s previous
experience, adopted constriction for this
parameter is 0.00002 < ¢ < 0.00006. Since the
grid topology and number of transformers
remains very much the same throughout the
whole year, it makes sense to keep coefficients
a and c constant. On the other hand, coefficient
b is affected by many external factors and
therefore it is considered variable.

IV. NUMERICAL RESULTS

Obtained results are presented in table | and
Fig. 1. Table | contains the real values of
coefficients, while the values of coefficients b;
and c in Fig. 1 are scaled. The scaling is used
only to make all values visible on a chart. After
the scaling, coefficients b; are shown in percent,
while the coefficient ¢ is now dimensionally
equal to W, Fig. 2 represents the comparison
between calculated and measured values of
losses. These losses are measured in MWh.

It can be observed from Fig. 2 that the
computations  were  done  successfully.
Calculated and measured losses are equal which
means that the coefficients are well estimated.
Statistically speaking, it can be said that the
input data, defined in the previous chapter are
the training data for the model (1). From Fig. 2
it is obvious that the model fits the training data
well. Now these coefficients can be used for
future estimation of losses.

TABLE I. CALCULATED VALUES FOR COEFFICIENTS
Month Coefgcient CoefEicient Coefficient ¢
January 32.739 0.091499 0.000020609
February 32.739 0.072052 0.000020609
March 32.739 0.061105 0.000020609
April 32.739 0.039002 0.000020609
May 32.739 0.057862 0.000020609
June 32739 0.013125 0.000020609
July 32 739 0.019671 0.000020609
August 32739 0.014427 0.000020609
September 32.739 0.018085 0.000020609
October 32739 0.043728 0.000020609
November 32.739 0.051645 0.000020609
December 32739 0.065777 0.000020609
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Figure 2.  Comparison between calculated and measured
losses

V. CONCLUSIONS

In this paper, a new approach for calculation
of losses in the electrical distribution grid was
presented. There are two general classes of
losses: technical and non-technical losses. Both
types are unavoidable, but it is important to
know how each type affects the total amount of
losses, i.e. they have to be classified. This is
done by analyzing the data available from the
distribution grid operator. The data contain the
distribution grid input energy measurement for
every fifteen-minute time interval and the
monthly measurements of energy delivered to
end users. Difference between these two are the
real total losses for a certain month. On the
other hand, a polynomial equation is introduced
to calculate that same losses based on the grid
input power. Coefficients for this equation are
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computed using the least squares method, by
minimizing the squared differences between the
calculated and real losses. These coefficient
values are constrained based on their physical
interpretation and authors experience. Results
show that the minimization was successful and
that the losses can clearly be classified this way.
Additionally, calculated coefficients can be used
for future estimation of losses. However, this
whole concept can be improved. Future research
will be focused on clustering the coefficients by
seasons and processing the data for the previous
few years. This could allow the researchers to
observe some specific trends and focus on
minimizing each kind of losses individually.
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Abstract— Wind farm optimization has been the
focus of research in recent years. Most of the
control algorithms available to maximize the
energy capture or reduce structural loads are
model-based. A Model-based controller s
designed for wind turbines in ideal condition of
operation. In real world, the actual wind power is
a function of factors such as wind shear,
temperature and surface roughness of the blade.
This reduces the effectiveness of a model-based
controller. Extremum seeking controls is a real-
time, model-free optimization algorithm that can
adapt to the changes in the design and
environment. Previous studies have shown the e
effectiveness of the algorithm to only maximize
the energy capture, without considering the
increase of structural loads. This paper presents a
novel multiobjective nested extremum seeking
controls algorithm to maximize the energy
production and minimize the structural loads.
The results show 30% reduction of the damage
equivalent loads of the main shaft, and 25%
reduction of the tower while increasing 1% power
output of a wind farm compared to a baseline
controller.

Keywords - Wind Farm Power Maximization,
Wind Farm Load Reduction, Extremum Seeking
Controls, Multiobjective Optimization

. INTRODUCTION

In 2015, the US coal-fired power plants
experienced a reduction of 12.9 GW in power
generation. At the same time, wind energy
power generation demonstrated an increase of
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9.8 GW in capacity®. This energy shift is a
response to the adverse effects of climate
change that pushes the energy sector transition
into renewable energies with a great emphasis
on wind energy. Although wind energy power
generation seems promising, its cost is in
general higher than that of conventional energy
resources [1-3]. Several efforts have been made
to reduce the cost such as improving blade
design, new  manufacturing  techniques,
upscaling wind turbines, power maximization,
and better operation and maintenance strategies
[4-11].

Wind power maximization is an effective
strategy to reduce operational cost. Typically,
this optimization takes place at either individual
wind turbine level or wind farm level. However,
maximizing the energy output of individual
wind turbines [12-14] does not guarantee the
maximum energy output of the entire wind farm
[15]. This sub-optimality is because the wake of
the upstream turbines reduces the power
production of the downstream turbines, leading
to under performance, as well as altering the
structural loads.

Among the early studies to perform wind
farm power optimization, Marden et al. [16]
proposed a game theoretic optimization
algorithm for an array of three wind turbines.

1 US energy information administration,
http://www.eia.gov/todayinenergy/detail.cfm?i
d=20292, Retrieved September 29, 2018

23



Gebraad and Wingerden [17] proposed a quasi-
Newton maximum power point tracking
(MPPT) algorithm to optimize the power output
of a three turbine array. Creaby et al. [18]
proposed a multivariable optimization algorithm
based on power output of the turbine as the
input to the controller. Hawkins et al. [19]
proposed optimizing the energy capture of wind
turbines using a Lyaponov-based extremum
seeking controls (ESC). Yang et al. [20]
optimized the power output of a cascaded wind
turbine array along the prevailing wind direction
using a nested extremum seeking controls
(NESC).

An alternative approach to reduce the design
cost and extending the wind turbine life is the
mitigation of structural loads as presented by
limited studies in the literature. Soleimanzadeh
and Wisniewski [21] presented a control
algorithm to optimize the structural loads on a
turbine using a distributed feedforward scheme.
Kristalny and Madjidian [22] proposed a
decentralized feedforward scheme to optimize
the loads. Spudic et al. [23] proposed a
hierarchical wind power and load optimization
with disturbance compensation. Van Dijk et al.
[24] developed a technique to optimize the
power output and loads of a wind farm using
yaw-misalignment and a gradient-based
optimizer.

These studies mainly focus on either
maximizing the power output or reducing the
structural loads, and we still lack studies aiming
at concurrent optimization of power output and
structural loads. This paper investigates the
concurrent multiobjective optimization of wind
farm power output and structural loads based on
the extension of earlier works in this area [25-
27]. A novel NESC is developed to maximize
the energy output with penalties on structural
loads. Tower bending moment and shaft
torsional moment are used to investigate the
changes in structural loads. An array of 3 wind
turbines is used to model the wind farm and the
dynamic wake effect among them.

The reminder of the paper is structured as
follows. First, the methodology to study the
wind farm multiobjective optimization is
presented. This includes the simulation platform
to model the wind farm and its wake, the
development of the NESC algorithm, and the
multiobjective optimization formulation for the
power output and structural loads. Next, the
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results are demonstrated and discussed. Finally,
the conclusion is presented.

Il.  METHODOLOGY

To study wind farm optimization, we
developed a Matlab Simulink model as
explained by Yang et al. [20]. The model is
constructed using SimWindFarm  (SWF)
computational platform [28]. This model is
dynamically generated using a MATLAB
script, based on input parameters such as mean
wind speed, turbulence intensity and the
location of the wind turbines within the wind
farm. As Fig. 1 shows, the model is used to
evaluate three different controllers including a
baseline controller for power optimization of
individual wind turbines, the NESC for power
optimization of the wind farm, and the NESC
for multiobjective power output and structural
loads optimization of the wind farm.

— — ﬂp
[ ﬂ?)—z a}i

L ese 2

Figure 1. Cascaded NESC implementation

A. Simulation Platform

As explained earlier, the simulation
platform to develop the NESC is SWF. SWF is
a powerful toolbox that provides an
environment to develop new control
algorithms. It consists of a turbine model and
functionality for wake simulation. Based on the
inputs such as mean wind speed, turbulence
intensity, the number of turbines and their
locations, a windfield is generated that enables
dynamic modeling of the wind farm.

To simplify the approach, we use a constant
mean wind speed and direction, fixed yaw, and
a 2D windfield at hub height. The 5 MW
NREL wind turbine model incorporated in the
platform allows extraction of two moments to
represent the structural loads [29]. These
moments are the shaft torsion and tower
bending. The shaft moment can be measured
from the drive train model. It is modeled as a



third-order system of two rotating shafts
connected through a generator. The tower
deflection is modeled as a second-order spring-
damper system from which the tower moment
can be measured. Wind turbine and wind farm
generated electricity are direct output of the
model for use in our optimization algorithm.

B. Controller

The performance of our multiobjective
controller that incorporates both power and
load optimization is justified by comparing it
against the baseline controller of the NREL 5
MW turbine as explained next.

1) Baseline Control

The default strategy of the baseline contoller
is divided into the below rated region and the
above rated region. Below the rated region, a
lookup table is used to find the generator power
reference using the generator speed as input. In
the region above the rated, the generator power
reference is constant at its rated power and the
rotor speed is controlled by varying the blade
pitch using a gain scheduled PI controller.

2) ESC for power optimization

The ESC strategy as shown in Fig. 2
employs a gradient based search technique to
find the desired optimal point. A dither signal,
(faitmer = asin(wt)), is added to the input of the
plant, u, as a sinusoidal probing signal, (us = u
+ faitmer), 10 excite the system. The output of the
plant, (y = I(ug)), is fed back as the input signal
to the controller. A high-pass filter is used to
remove the DC term while retaining the
harmonics. A demodulation signal, (fgem =
sin(wt)), converts the first harmonic that is
proportional to the gradient to a DC component.
The higher order terms are then removed using
a low-pass filter while retaining the DC
component. An integrator is used to eliminate
any steady state error present to reach zero
gradient under the condition of plant's stability.

faem = sin(wt) fasther = asin(wt)

I

Integrator m * (i)

| Low pass Filter

High pass Filter T{ Wind Turbine

Block diagram of the ESC for a
single wind turbine.

Ug

Figure 2.

In real world operation, there is fluctuation
in various factors such as wind speed that
causes fluctuation in the power out. Therefore,
the input (or objective function y) of the
controller changes rapidly according to the
turbulent fluctuation in the simulated wind
speed. In the case of steady wind, the input to
the ESC can be used directly to perform power
optimization since there is no fluctuation
resulting in the divergence of the algorithm.
However, in the case of unsteady wind, this
input can-not be used directly. This is because
the fluctuations in the power due to the wind
speed causes the controller to diverge from the
optimal value. In this case, the input to the
controller is conditioned to maintain the
convergence and stability of the algorithm.

The dependency of the power output to the
fluctuating wind speed can be mitigated by
using the Array Power Coefficient (APC)
instead of the aerodynamic power as the
objective function. This is based on a similar
approach by Corten et al. [30] and implemented
by Yang et al. [20]. APC is defined as the ratio
of the sum of aerodynamic power of the turbine
i and all the n turbines in its wake to the
estimated power. This can be represented as,

i i
Ki P+ Zn:l P, 1)

p
1 AU 3

2
Where, K;' is the APC of the i turbine where,
Pd is the aerodynamic power of the most
downwind turbine in the wake of turbine i, is air
density, A is rotor area, and U is wind speed.

This equation can be extended with respect
to actual time, t, to account for the delay in the
traveling wake, T. The estimated power is
calculated using the measured wind speed in
front of the upwind turbine i and for the
following j number of turbines in its wake.
Therefore, the travel delay, Ti, is applied to the
wind speed of the upwind turbines. That is,

Pt-T)+X. Prt-T) (2

AT’

K, () =

Any residual fluctuations in the APC signal
due to the changes in wind speed appear as high
frequencies in the signal that can be removed
using a simple low-pass filter. Using a moving
average filter, the trend of the APC signal can
be captured. This modified signal is used as the
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input to optimize the power output of the wind
farm.

3) Multiobjective NESC for power and
loads optimization

To simultaneously optimize the power and
loads, the objective function is modified to
incorporate a NESC with load feedback as a
penalty function. This penalty function can be
incorporated in either an additive penalty or a
multiplicative penalty [31].

The additive penalty can be formulated by
simply adding the penalizing term to the
objective function of the ESC. The new
objective function thus becomes,

KL =Kp' ()~ Kigag (t=T;) ()

Where K.i(t) is the load coefficient of the i
turbine, and:

Klioad (t) = [Lj\;’] {[ Mt;\o/\INer(t T|)} {WQM:\“/T[ t T ]:l (3)
¢ tower i

Where Kipad(t) is the load feedback of the it"
turbine, M"ower and M7 snart are the peak tower
and shaft moments at rated wind speed,
respectively, ®1 and o1 are the moment weight
factors to allow a trade off between the power
and loads optimization in this multiobjective
formulation, Up is the mean wind speed that is
used together with ®s to have the same
dimensions for loads and power.

Usually, the tower moments are in the order
of 10° to 107, and the shaft moments are in the
order of 10° to 10°% To normalize this
difference in the feedback, we divided the
measured value by a factor to convert it to a
similar order to that of the APC.

At the rated power speed of the 5 MW wind
turbine, we find that the tower moment in our
simulation is 9 x 107 Nm, and the shaft
moment is 45 x 106 Nm. These terms
normalize the two moments that have different
orders of magnitude.

Optimization using an additive penalty is
more tedious as we would have to manually
alter the ws to make sure that the objective
function lies within certain limits. Exceeding
these limits will require implementing gain
scheduling strategy in the NESC for different
wind speeds.
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In the case of the multiplicative penalty
function, this limitation can be mitigated since
the input can be made to lie within 0 and 1
range. This allows us to design a more robust
controller that can accommodate changes in
wind speeds and loads. Also, since the shaft
moment is directly proportional to the power
output, it is not fed back to the controller. The
objective function is thus formulated as:

KO =K:O)x[1-Ki,®] ©

Where Kix(t) is the multiplicative penalty
function, and K'_sa4(t) can be represented as:

) M T (o)

tower

[\Ni X Msihafl(t_Ti)]
4| St 17
M

shaft

Combining (2) and (6), we get:

) t T. t-T,)
i) Lho VL (Cotr] W,
ATy

1- W X MtIO\i\/er(t TI) + Wi X Msihjf\(t_Ti)
M tower M shaft

In (7) we vary a part of the power as a
function of the tower moments, thus enabling
optimization of the power and the loads
simultaneously.

Ill.  RESULTS

The ESC algorithm in general may derate
the power of the first turbine to increase power
output of the entire wind farm. This results in
lower tower moments than compared to that of
the baseline controller. While the wind farm
power output shows an increase, the shaft
moments experience a slight increase. This fact
shows the importance of the correct
implementation of the load reduction technique
in the multiobjective optimization formulation.
Therefore, both the additive and multiplicative
techniques are studied to find the best trade off
between the loads and power.

Fig. 3 is an illustrative example to see the
impact of the ESC on different wind turbines in
the farm to tune the torque gain for different
objective  functions. The simulation s
performed at a steady wind speed of 8 mis.
More detailed simulation results for both the



additive and multiplicative objective functions
follows next.

A. Turbulent wind using additive penalty

The results from Fig. 4 and 5 show that the
additive penalty lowers the damage equivalent
load of all the turbines on both the shaft and the
tower while the mean shaft moments show an

‘Optimal torque gain for ESC

Torque gain
©

mentioned earlier, in Eq. 4, the output of the
load term, (Kiead), is susceptible to large
variations and spikes in the load due to sudden
change in wind speed that can affect the
controller output.

B. Turbulent
penalty

wind using multiplicative

Optimal torque gain for ESC with Load reduction

Torque gain
»

o

o 2000 4000 6000 8000

Time (sec)

(a) ESC without load feedback
Figure 3.

10000 12000 14000 1601

8000
Time (sec)

(b) ESC with load feedback.

0 2000 4000 6000 10000 12000 14000 16000

Optimal torque gain tuning at a steady wind speed of 8m/s for 16000 seconds. This is to maximize the

power output of the entire wind farm using different objective functions.

increase in comparison to an individual ESC.
The controller does however give more
importance to the loads rather than the power
output as seen in Fig. 6. This is one of the
drawbacks of wusing this controller. As

B «ith respect to Baseline | I vith respect to ESC |

Multiplicative penalty based NESC load
reduction strategy uses the load coefficient to

[ I with respect to Baseline | I with respect 10 ESC|

DEL for shaft DEL for shaft

Percentage change (%)
Percentage change (%)

-35

Percentage change (%)

DEL for tower DEL for tower

Percentage change (%)

12 3 ’ 12 3
Turbine number Turbine number

12 3 i 12 3
Turbine number Turbine number

Figure 4. Percentage change of damage equivalent loads for the shaft and the tower with respect to the
baseline controller and the ESC using additive penalty based ESC load feedback.

scale the value of the APC. The only concern is
to maintain the value of the load coefficient to
be less than 1. By doing so, we can maintain the
value of the input signal to be a positive number
that is in a similar order of magnitude to that of
the NESC without the load optimization
enabled. This makes it easier to find the input

parameters of the NESC such as the dither and
demodulation frequency and the integrator gain.

This is reflected in the results as seen in
Fig. 7 and 8. The damage equivalent loads
(though greater than that of the NESC without
the load optimization) still are lower than the
baseline
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Figure 5. Percentage change of mean value of moments for the shaft and the tower with respect to the baseline
controller and the ESC using additive penalty based ESC load feedback.
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Figure 6. Percentage change of total power with respect to the baseline controller and the ESC using
additive penalty based ESC load feedback.
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Figure 7. Percentage change of damage equivalent loads for the shaft and the tower with respect to the
baseline controller and the multiplicative ESC.
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It can also be seen in Fig. 9 that the power
generated by the multiplicative penalty based
NESC power and load optimization strategy
(though lower than the ESC without load
reduction) is still higher than that of the
baseline controller.

It is worth to mention that the results
obtained in this research can be changed to
any desired level of loads or power output
optimization.  This can be achieved by
playing with the weight factors w1 and w>.

Therefore, it is possible to either have a
single objective structural loads optimization
only, a single object power output
optimization only or a multiobjective power
output and loads optimization. Thus, the
results presented in this research are only

indicative of how the
implemented, and in
combination of loads
optimization is possible.

algorithm could be
general any other
and power output

V.

Based on the results, we can observe that
the utilization of NESC to maximize the
power output increases the structural loads as
an adverse effect. Formulating the problem
as a multiobjective optimization study by
introducing of the loads as a penalty function
decreases the intensity of the loads while still
increasing the power output. Although, in the
multiobjective case the power output is on
average lower than only optimizing for
power using NESC, it comes up to 30%

CONCLUSION
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decrease in the loads experienced by the
turbine.

Further, we compared the performance of
two different types of load feedback and
found that the multiplicative penalty based
load feedback is simpler to incorporate and is
capable of maintaining a balance between the
baseline controller and the NESC.
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Abstract — Multi-criteria  decision making
(MCDM) has been widely employed in different
research domains that typically involve complex
decision-making problems. Energy planning is one
of the most challenging contemporary
development domain. Building on previous
studies, the objective of this paper is to review
some characteristics of recent application of
MCDM in energy research. 132 articles from the
Scopus database, for period 2017-2018 were
analyzed in respect to ten criteria. Besides the
rising trend in application of MCDM it is shown
that 1) the most used method is AHP, 2) the
traditional form dominates, 3) MCDM are
primarily used in evaluation studies, focusing on
combined energy sources or solar energy, 4)
hybrid approaches are employed more than
individual methods, 5) most of the MCDM
methods are applied in its original form, 6) the
most researched spatial level is national, 7) top-
ranked journal is Energy, and 8) most articles
come from China.

Keywords — multi-criteria decision making,
energy research, review

. INTRODUCTION

Ever-growing energy demand along with
rising of digital society, climate change and
diversification of energy sources brought about a
number of new criteria that must be considered
in the planning and design of energy systems.
This adds complexity to decision analysis.
Therefore, MCDM  techniques  became
increasingly used in energy planning processes.
In recent years, several authors conducted
comprehensive reviews of the application of the
MCDM approach in different areas of energy
research [1] [2] [3]. In the following text, we

ISBN: 978-86-80616-03-2

briefly reflect on approaches used and key
findings as a background of our study.

In their article A review of multi-criteria
decision making (MCDM) towards sustainable
renewable energy development authors analyzed
the application of MCDM in energy research [1].
The article offers a detailed overview of selected
MCDM methods. They analyzed following
methods: Weighted Sum Method, Weighted
Product method, AHP, MAUT, Goal
Programming, TOPSIS, STEP, PROMETHEE,
ELECTRE, and VIKOR focusing on their
application in research on renewable energy
sources (RES). The authors clustered mentioned
methods into three main groups: Value
measurement models, Goal, aspiration and
reference level models and Outranking models.
Each of the methods was analyzed with respect
to the following criteria: area of application (e.g.
optimization, energy planning, etc.),
methodological steps, strength and weakness
(e.g. computation complexity, sensitivity),
software developed for calculation, objective
(purpose of application), key performance
indicators, study-type, energy scheme and
geographical region. The study reveals
significant diversity in terms of research
problems, criteria used for evaluation and area of
application. Moreover, they identified 24
softwares developed for MCDM. As they argue,
no particular method can be ranked as the best or
the worst. They highlighted the potential of using
hybrid methods for overcoming the individual
deficiencies of each method.

Another similar study A review of multi-
criteria decision-making applications to solve
energy management problems: Two decades
from 1995 to 2015, focused among others on
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energy, environmental, green, waste, land,
management renewable and sustainable energies,
economic energy and energy efficiency aspects.
Among thirteen identified key application areas
top two are environmental assessment and
energy management [3]. They overview the
distribution of published articles according to
key application field and analysed each article in
terms of the method applied, number of criteria
used, research purpose, gap and contribution,
solution and modeling, and achieved results. In
line with suggestions from [1] their analysis
shows that hybrid approaches have been used
more extensively than other approaches. They
are followed by AHP and TOPSIS method. In
terms of the leading journal, the first rank was the
journal Renewable and Sustainable Energy
Reviews, followed by Journal of Cleaner
Production, Journal of Energy Policy and
Journal of Operational Research. In regard to
geographical distribution, the most notable
contribution was from Turkey. When it comes to
trends, the authors argued that in different areas
of energy management the use of MCDM
techniques will increase.

In their article A systematic review and meta-
Analysis of SWARA and WASPAS methods:
Theory and applications with recent fuzzy
developments, Mardani et al., (2017) reviewed
methodologies and applications with recent
fuzzy developments of two novel MCDM utility
determining approaches 1) Step-wise Weight
Assessment Ratio Analysis (SWARA) and 2) the
Weighted Aggregated Sum Product Assessment
(WASPAS) [2]. They analyzed the distribution
of articles according to MCDM utility
determining techniques considering WASPAS
with fuzzy theory sets, interval type-2 fuzzy sets,
single-valued neutrosophic set, with grey
number and WASPAS based on interval-valued
intuitionistic fuzzy numbers. This review is not
particularly related to the application of MCDM
in energy research, however, it does include
energy aspects in some parts. For instance,
looking at the application field review shows that
construction management and manufacturing
and operation management are ranked as first
and second with significantly larger share
comparing with sustainable and renewable
energy which is in fourth place.

II. METHODOLOGY

Building on previous research, the objective
of this paper is to review some characteristics of
the recent application of MCDM in energy
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research. For the search of relevant literature,
Elsevier Scopus database is considered. The time
span was limited to articles published in the
period 2017-2018. Search was performed using
the following terms: Energy and MCDM. All
articles that contained defined terms were
considered for the first part of the analysis. In
order to filter selected articles, each was analyzed
by the authors. The articles that include the use
of MCDM in a domain of practical or theoretical
application in energy research were considered
for further analysis. Articles that were marginally
related to defined scope, or clearly irrelevant,
were omitted from the analysis. Finally, 132
articles were selected for detail review according
to criteria shown in Table I.

TABLE I. CRITERIA FOR ANALYSIS
MCDM AHP PROMETHEE
approach MAUT VIKOR
TOPSIS ANP
ELECTRE WASPAS
OTHER
MCDM Traditional or Fuzzy and grey
methods crisp MCDM numbers MCDM
Research Allocation Evaluation
objective Selection Planning
Optimization Other
Type of energy Solar Biogas
according to a Wind Geothermal
source Hydro Nuclear
Combined
Method applied  Individual Hybrid

Innovation Application Upgrade Development

Calculation Software used

Spatial level Reginal City /
National municipality
County Local

Distribution of articles according to academic journals

Distribution of articles according to study location

I1l.  FINDINGS

This paper considers period of only one and
a half years, so any conclusion regarding the
publishing trend should be seen as highly
tentative. Nevertheless, out of 132 articles,
50.8% was published in 2017 while only during
the first half of 2018 already 49.2% was
published. Accordingly, and taking into account
publication trend related to MCDM techniques in
energy management field presented in [3], it is
reasonable to expect that the number of articles
published until the end of 2018 will exceed the
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Figure 1. Findings a) MCDM approach, b) Research Objective, c) Type of energy source, d) Spatial level

number from 2017, and thus, confirm the rising
trend.

MCDM approach. Although all the MCDM
methods are present in energy research, AHP and
TOPSIS contribute more than 50% of all
analyzed articles (Figure 1a). In most of the
analyzed articles, AHP was used for allocation or
evaluation studies (e.g. port suitability
assessment for developments in the offshore
wind industry, development of fuzzy multi-
criteria spatial decision support system for solar
farm location planning, prioritization of smart
grid  technologies for  the electricity
infrastructure, etc.). On the other hand, TOPSIS
was primarily employed for evaluation studies.
Some examples include studies like the
evaluation of RES using an integrated MCDM
approach  with linguistic interval fuzzy
preference relations, or stakeholder-driven multi-
attribute analysis for energy project selection
under uncertainty. The second cluster includes
VIKOR, PROMETHEE, and ANP with a
cumulative share of 19.2%, while the least used
methods are ELECTRE, MAUT and WASPAS
(8%). A considerable number of articles (21.5%)

employed methods other than commonly used
one.

TABLE Il. DISTRIBUTION OF ARTICLES BASED ON MCDM

METHOD
MCDC approach Crisp Fuzzy
AHP 38 16
OTHER 23 15
TOPSIS 23 14
VIKOR 10 4
PROMETHEE 8 3
ANP 2 7
ELECTRE 3 3
MAUT 4 0
WASPAS 3 1

MCDM methods. In this paper, for the
analysis of the distribution of articles based on
MCDM methods, articles were classified into
two groups: 1) articles that use MCDM in its
traditional form (crisp form) and 2) articles that
apply fuzzy sets and gray numbers. Results show
the significantly broader application of MCDM
in its crisp form (67.4%), while fuzzy approaches

35



(including gray numbers) contribute with 32.6%.
The ratio is also reflected when looking at each
method individually, except in case of ANP
where five out of seven articles implemented a
fuzzy approach and ELECTRE with the equal
use of both approaches. The distribution of
articles in this regard is shown in Table II.

Research objective. When it comes to the
purpose of use, it appears that 34.4% of articles
used MCDM methods for evaluation purposes
i.e. the evaluation of the suitability of energy
sources, technologies or so (Figure 1b). Some
examples include sustainability ranking of
energy storage technologies under uncertainties,
risk evaluation of electric vehicle charging
infrastructure public-private partnership projects
using fuzzy TOPSIS, or integrated assessment of
energy supply system of an energy-efficient
house. Allocation studies contribute with 22.1%.
They mostly relate to the selection of the
appropriate sites for power plants (e.g. fuzzy
score technique for the optimal location of wind
turbines installations, fuzzy spatial decision tool
for ranking suitable sites for allocation of
bioenergy plants based on crop residue, etc.).
They are followed by application of MCDM in
researches related to planning, selection and
optimization of energy systems (e.g. a multi-
segment fuzzy goal programming approach for
optimization of energy portfolios under
uncertainty, identifying barriers to offshore wind
power development using the grey DEMATEL
approach, etc.). 16.8% belongs to researches with
other than mentioned five objectives.

Type of energy according to a source.
Looking at the distribution of articles according
to energy sources results show that MCDM are
used in research across all energy sources.
Nevertheless, it appears that MCDM methods
were used more in researches of solar and wind
energy than other energy sources. Articles from
this group cumulatively contribute 27.3% to a
total number of the analyzed articles (Figure 1c).
Some examples include application of
intuitionistic fuzzy multi-criteria framework for
large-scale rooftop PV project portfolio selection
[4], or heuristic multi-objective multi-criteria
demand response planning in a system with high
penetration of wind power generators [5]. They
are followed by research on biogas energy
(6.1%), hydro energy (3.8%) and geothermal
energy (3%). On the other hand, articles that
applied MCDM methods for the exploration of
challenges, evaluation, planning, optimization,
etc., of combined energy source or deals with
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electrical, thermal or energy for transportation
purposes, jointly contribute with 57.6% (e.g.
investigation of the optimal location design of a
hybrid wind-solar plant, evaluation of renewable
power sources using a fuzzy MCDM based on
cumulative prospect theory, application of
extended TODIM-PROMETHEE method for
waste-to-energy plant site selection, etc.).

Method applied. Similar to the type of energy
sources, there is a slight prevalence of articles
where hybrid MCDM methods (combination of
two or more methods) are applied. Individual
application counts for 43.9%, while hybrid
methods have a share of 56.1%. We identified a
considerable number different combinations. For
instance, Wu et al., (2018) combine fuzzy ANP-
VIKOR for site selection decision framework for
large commercial rooftop PV system [6].
Asakereh et al., (2017) use GIS and Fuzzy-AHP
method for the evaluation of the solar farms'
location [7], while B et al., evaluate the
performance of distributed and centralized
biomass technologies integrating Entropy
Weighting Method and PROMETHEE [8]. All
identified combinations are shown in Table I1I.

TABLE Ill. HYBRID METHODS
FG-MCDM TOPSIS, COPRAS, SAW
GIS-AHP ANP

PFWG, PFNP VIKOR, PFS
MABAC

TOPSIS, NLFP

CAB Fuzzy, TOPSIS, AHP,
LINMAP

ANP, DEMATEL TIFN, AHP,
PROMETHEE II

AHP Fuzzy AHP, DEA

MAUT, RE3ASON DEMATEL

AHP, LCA Extended TOPSIS, LP

AHP, TOPSIS, LINMAP,
Bellman-Zadeh fuzzy

Fuzzy TOPSIS

FUZZY, DEMATEL GRASS, GIS
Fuzzy ANP, FGRA Fuzzy AHP, GIS
TOPSIS, Linear programing SAW

graphical method

Stochastic programming

Fuzzy Score Method, Goal
programming, SSAL-SAL

Optimization, LCA

Fuzzy AHP, ANFIS

TOPSIS, HFS, VIKOR

Fuzzy AHP, Fuzzy Goal
programming

ELECTRE-based fuzzy
MCGDM

PROMETHEE

IFAHP, CBD, IFTOPSIS

Interval TOPSIS, Fuzzy
Best-Worst method

Entropy Weighting Method,
VIKOR

TODIM, TIFN

AHP, ELECTRE III,

AHP, Integrated Value

optimization Model for Sustainable
Assessment

MS-FGP WASPAS, TOPSIS, ARAS

LCA, AHP, COPRAS AHP, TOPSIS




TIFN, Fuzzy ANP, Fuzzy VIKOR, IVHFS-

VIKOR, Fuzzy TOPSIS, DEMATEL

PROMETHEE II,

ELECTRE Il

IT2HFE AHP, VIKOR, Group
Decision Making

IAHP, IFCODAS MAUT, Mean-Variance
Portfolio

FANP Fuzzy AHP, Cumulative

belief degree model (CBD)

Grey TOPSIS, MOGLP

Cloud weighted arithmetic
averaging operator

Heuristic Multi-Objective
MCDM

FAHP-TOPSIS, FAHP-
VIKOR FAHP-ELECTRE,

TIFN, TODIM, AHP, TOPSIS,
PROMETHEE 11 PROMETHEE, MAUT
PROMETHEE, GIS ANP, TOPSIS,

DEMATEL, Linguistic
Interval Fuzzy preference
relations

MCDM, Goal Programming

FANP, FAHP, TOPSIS

TIFN

AHP, Particle Swarm
Optimization

AHP, ELECTRE IIl, WSM,
MAP-PAC, DEA

AHP, IOWA, DSM,
Interval Linear
programming, Bi-level
Programming Method

AHP, TOPSIS, LCA

DEA

AHP, Range Based
MAMCA, Monte Carlo

Multi-Criteria Analysis and
Optimization, Multi
attributes value theory

AHP, TOPSIS

Fuzzy TOPSIS

OWA, TODIM

Fuzzy TOPSIS, Fuzzy
VIKOR

TOPSIS, Linear programing
method

Fuzzy TOPSIS

Fuzzy Set Theory, AHP

AHP, Genetic Algorithm

Optimization
AHP, CFD WASPAS
MCDM method based on the ~ WASPAS, TOPSIS,
Savage criterion ARAS, MADM
TOPSIS DEMATEL

ASPID (Analysis and
Synthesis of Parameters
under

Information Deficiency)

Fuzzy AHP, Fuzzy
VIKOR, Entropy Method

Hierarchical Monte-Carlo
multi-criteria assessment:,
MCDA, social choice, and
fallback barga